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SUMMARY
2¢ §7C

A technique for cbtaining a function which yields an error, in the
sense of least squares, that is less than a specified tolerance is de-
veloped.
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I. INTRODUCTION

In !:1] » & recursion process was developed for obtaining the

coefficients Ay, A, ..., Ay of the function Ao(po(ﬂ) + Alcpl(ﬁ) + - =
-+ AN“’N(B) such that

z {x6,) : ()}2
E = % X(B - ¥ A,0(B
1=0 i §=0 3731

is minimm. This scheme yields the coefficients of the approximating
function without having to solve the normal equations. Of course, the
least squares procedure minimizes the sum of the squared errors, yet we
have no assurance of the relative size of this error. In this report,
we will develop a process for choosing the approximating function in

such a fashion that the error will not exceed a given tolerance.

Before doing this, let us examine more closely the error E in-

N
eurred by using the function 3 AjcgJ(B) as an approximating function.
Jj=0

If the vectors '50, 51' cee BN’ N < n, are used to obtain the collection

egs 'é'l, oo EN of orthonormal vectors as in |1 | , then the error E

can be written as follows:

n . N 12 - _ _
E - X(p,) -jEO Aoy(B) | = I - Amy - Aw -
- - _ .2
"'-AN(”NH = ux 'JEO(X: eJ) ej H =
N N _
NEl - i jEO (X, e,j) eJ J - \_X, ji‘.o (X, eJ) eJ ] +
N _ _ _ 2 _ 2 N _ _ 2
Iz &SI = 1%L - = &)
5=0 3 3=0

From this representation of E, we are able to observe the follow-




1)

2)

3)

2
" X ” is an upper bound for E.

A sum of any k of the N + 1 terms (X, Zj)a, 0<k<N,

1
will yield an error E > E.

Ir €N+1 is any other non-zero vector orthogonal to each of

- - _ 2 N+l 2
€pr €95 +=- 5 €, then hxHh - jzo (X, ej) < E.

II. GSELECTION OF THE FUNCTION

2 N

After evaluating || X || - £ (X, Ej )2, we may find that this

—— N —— —
Nxlh - = & e
=0

2
(%, 5,721 FI - = (%, ¢

0’ %12 0 2 Sy

J=0

value still exceeds a given error tolerance §. Then we wish to find

'cpml such that

2
J

i.e., find -“;N+l such that

N 2
PEANEERE
320

where 'e-N 11 is the vector associated with .‘-”N+l that is orthonormal to

S e

Suppose we let

CDN,+1 = (KO’)\l,-o.,)\n)-




AN+ T —‘5N+1 - (.‘5N+1’ Eo) -e—o T oeee T (?PN+1’ EN) EN

n
= (xo,}\l,o--,hn) - <i§o )\i EOi) eo - eee
n
- (= A, &) ’
oo 1 Ni °N
if EJ = (e,jO’ eJl, esey ejn)’ J = 0,1,...,N.
Therefore,
n n
(l ,}\ ,...,)\ ) - ( Z )\, e ).e. - o000 ™ ( 2 h -) e
_ 0’1 n oo 1 S0t %o o 1 %N’ Sw
°ne1 T no 2 n 2 n 2. 1/2
{2 A- - (Z x eOi) - eoes - ( Z X e )
i=0 i=0
and if X = (tgstyseeest ), then
- n n
Zkt.-(Zh.e)(Xe)-...-(Zke)(X )]
2 |-1=o 11 oo 1 oo 1M °x
X, eN+1) = ™ 2 n 2 n 2
2 l - ( 2 k e ) -~ eoe ™ ( Z }\ e )
120 i i-e i o1 120 i N
Thus, to have
- _ 2 “ u2 N _ _ 2
(X, ) > X -z (X, e)) - 8,
el\l+l 320 J
we must have
[n n n -2
T A t, -(% A, )(Xe)-...-(zxe)(x ) >
S T 5 Ni ey _\ =
- n 2 n 2 2
Lizo Ai - (iEO )\i eoi) - eeoe = ( E )\ e ] {_n - 2 (X e ) - 6],



or

n
[130 Moy - (X 8g) gy = eee - (K, By) ) f 2

n 2 n 2 .2 N 2
LM = (B hor) = (B ) JLITH -2 5 -0 ],

or

n - 2 _ - 2
iEol')\i {ti-(X, eo) eOi-...-(X, eN) eNi}

n - — . - -~ ems
YAy B MlB = (Keg) gy = eee = (X, ) gy Mty = (X, Bp) ey -

i

_ n . 2 2 2 n
eee = (X, ) eNk}] 2 iEOLM B T S TR M B

i
2 2 n _ 2 N _ _ 2
Aoy - aikzokkemem; ] [“X” -jEO(X,ej) - 6],
i

or
n - 2 - - _ .2
2y {0 - @) eg - n T gy ) - (IEI -
i=0
N 2 2 2 N _ _ 2
jzo (X, ej) - 8} + ey e -jz,o (X, ej) - 8} «+ +




R n L
ey (X - e) - 8} +>\i{2k§O)\k (t, - (%, 5,) ey,
14

- e = (R, T ey )ly - (B, 5 ey = een - (B, B o)+

_ .2 N n
2 (|| X - 2 ®E) Az e e{+...+k§olkeNieNk}}]

.o >1

2 2
A = s - B B ey - een - (K, B o) - (I - =z ®, %) -
_ N _ _ : 2 _ 2 N 2 1
+ ey (x| -JEO(X, eJ) -6]+---+eNi{HXH -JEO(X,ej) -6})
and
n — -— - — — -
B, = 2 {kfo M {ti - (X, eo) €op = vt " (X, eN) eNi){tk - (X, eo) €ox "
1
- _ 2 N 2 n
e = (E o) ) + (X -j;z,o (X, ) - 5}{k§O M o1 ok *
i
n
cee + ki:o A Ong eNk} } , we can write this inequality as
1



ditions are much stronger than are necessary and we will need to examine

+ By )\1) > 0, and this inequality is satisfied if

. A
i

i

Z 0’ for i = 0’ l’ LN ) , n.

some cases that might arise.

Case _]_.' :

Case 2:

ZIZ:E’Ai > O for some i, 0 < i < n, choose

k = O’ t = n, n“l, esey i + l, Where i

t 0
is the largest value of i such that

= l’ and_)\k = - -il-l-‘-

!\k 2

-1, provided A £ o,

0

A, > 0,
1 1o

k=0’ 1, esey 10

or )\k = Bk’ k = o, 1, ceey io -l, for
.

If Ai < 0, for all i, tentatively choose

)‘k = 1 and examine

(l) Bi_l = h'Ak Al;_l Z o, k = n,n"l,aoo,e,l,O.

Notice that these con-

If (1) is not true, choose A, = O and

k

proceed to examine,

2 _
(2) B o * ’*Ak-l A, 2 0 for My =

If (2) is false, choose A = 0 and

k-1

proceed as before,

1.
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If (1) is satisfied for some value of k,
let 1 be the first such positive integer

in the sequence n, n-l, ... , 1, O.

2 2
Then (Bi-l) - )"Ai-l A A{ > 0, and

we are assured of a solution A g1 to the

equation

2 2
Aj g Mg Y BNy AN =0
Notice that the left side of this equation
is just the sum of the ith and (i-1)st terms

2 2
of the sum % (Ai )‘i

+ B, \,). Thus, let
1=0 i%i

A be either solution of the equation

i-1

2 2
Ai-l )‘1-1 + Bi-l )\i-l + Ai xi = 0.

B,
Then A, = -xl,j=i-1, eee 5 1, 0,
J

will assure the satisfaction of the suceed-

ing inequalities.

In the newly computed vector -5N+l = (Agr Ays eoe s A,), suppose we
let A, be the value of some ideal function gy ., () at Bys 1eeo, ¢N+l(81)

A 5 Then this ideal function assures us that the error E, where

N

| 1
B -3 [X(B)) - T A, 0,(8,) = Ay o) |,

s
3=0

is less than the imposed tolerance §. Since we know the values of this
ideal function at the tabular values B 5? our next objective is to develop




a technique for computing q:m_l(s'), for some value B' # Bj» 1 =0,1,..0,1,

N+l
such that the error obtained by using I Aj cpj( B') to approximate X(B'),
j=0

in the sense of least squares, is as small, if not smaller, than the error

N
obtained by approximating X(p') with ¥ A,j <pj({3’ ). We obtain this value
j=0

¢N+1(B') in the following manner,

First’ we cm@ute %‘f-l(k)’ k = "‘l, 0, 1, soe 3 N, -e.N+l an.d Al'v-l-l as

follows:
1
A1) = _ ¥ _
I = 2 G 3
A (0) = Ag,(-1) AO(']‘)(GNH’ EY
) N-1
A = Ay (1) 4D {5y,,, o) A A0 (3) A4(3)-

N
o1 = Ayal-l) oy - JEO AN+1(J) s

(X, -éN+1) ¢

A
Avey
Finally, compute the (N+2) Ad's, j=0,1, ..., N+1, as follows:

A = A Apa -y




r-----------

Ay = A(-1) [Al:l - Ma AN+1(N) ]
Avy = Ay (-1) {Aﬁ-l - Ay A(N-1) AL, l:’ Ay (1) + Ay, (M)A (N-1) ]}’

Now let Bi' be a Bi such that “ Bi, - B ﬂ = min {n Bi - B! u } )

and let us define the following function:

N
T A o (B') + M(g'),
3=0 J 3 AN+1

ere H(s") = 1, [L(Bi.) -u:i‘,])ai' - 8l 1.
for 2 || B, - B' Il < L(p,),
= 0, othervise,
vhere L(Bi,) g<min< . {H Bi Bi' I }
TA

Thus, when B' is chosen, we are eble to use the function above to
approximate X(p!), being assured that the approximation obtained here is no

N
worse that the value ¥ AJ o (B') obtained by using the initial least
J=0

squares approximating function.

Writing this multiple of A N as

']2;1'(811) s “ Bii - p! “

1
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we see that we have a factor which varies from zero to one as f' varies from

a position on the boundary to a position at the center of the ball
{elhe, - ol s 2 1e0)
it - 2 i ¢

Thus, the factor ki' which was derived in association with the vector

Bi' is weighted depending on the nearness of B* to Bi' .

ITI. RECOMMENDATTIONS

The contractor recommends that the computation technique outlined
above be utilized as soon as feasible in constructing least squares
approximating functions of several variables. It is further recommended
that this study be continued to include such items as:

1) The development of criteria for optimm data point selection.

2) The derivation of error bounds for least squares approximeation
models.

3) Extension of work in the selection of the best least squares
approximating function.
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